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“We back up our data on sticky notes because
sticky notes never crash.”

http://www.dataprotection.com/images/uploads/blog/backup_comic.jpg



* The options available now are non-ideal

— Traditional tapes may be too slow to restore from in the event of a large

scale disaster

— The amount of data exceeds the capabilities of most commercial

solutions

— Disk based storage tends to be prohibitively expensive
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Figure 1: System Diagram



The Cluster

e 11 nodes
— One head node

— Ten compute nodes divided

into two tiers
* Centos 6.5 Operating System

e Warewulf Administration

— Stateless nodes

 IPMI



client app or web interface

* Server configuration

installed on the head node O L,U m L LO U

* Version 6.0.4-8.1
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Aggregates node storage into

single volumes
Makes use of geo-replication
feature

-copies data between different

volumes



access to individual nodes

* Provides information on power
state, tier membership, Gluster

volume name

* Toggles power state

on): creates Gluster volume,

mounts as needed

Synchronizes Tier 1 with given
Tier 2 by starting geo-
replication

Readies tiers for safe shutdown



Old geo-
replication
session

New geo-
replication
session




Powers on initially inactive Tier 2 nodes.

Creates Gluster volume on newly booted Tier 2 nodes.
Starts geo-replication from Tier 2 1o Tier 1

Waits for separate command to stop replication, shut down

nodes, and resume normal behavior



default

— At present, the preservation of such permissions does not seem to

be a supported feature



— We confirmed this by comparing hex dumps of the original
file and the downloaded file. The differences began at the
Ox7ttttttt byte of the file, which defines the 2GB limit.

— This corruption was confirmed to appear across Mac, Linux

and Windows clients



— Storing data into GlusterE'S volumes, aggregated across nodes

— Utilizing geo-replication to duplicate data between tiers

— Conducting automated tier switches

* The issues of file permissions and corrupted files makes

this prototype unreliable until ownCloud bugs are
addressed



Investigate the scalability of both ownCloud and GlusterFS

Test the use of multiple ownCloud servers, handling large

numbers of clients

Test whether Gluster can support the use of Infiniband

interconnects for geo-t CphCﬂtiOﬂ



* Our project focused on a new design for a storage cluster

system integrating ownCloud and GlusterES to provide

reliable and low cost backup services

* Opverall, the prototype showed promise, yet file permission
and corruption 1ssues prevent the use of the design in its

current state
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